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Abstract—A robust state estimator is presented by fusing the aerodynamic model of multi-rotor UAVs with measurements from optical flow and other low-cost sensors such as IMU, magnetometer, and ultrasonic sensor. Due to the particular aerodynamics of multi-rotor UAVs, the body velocity in the rotor plane is able to be measured by the accelerometer. We therefore propose a novel state estimator by fully exploring the characteristic of aerodynamics of multi-rotor UAV. Our state estimator is fast and easy to be implemented. We have tested our estimator with different platforms in different scenes. Experimental results show that our estimator performs robustly in low light conditions where existing methods usually fail.

I. INTRODUCTION

Multi-rotor unmanned aerial vehicles (UAV) have emerged as a popular platform for aerial photography and autonomous missions in recent years. Reliably estimating the state of the vehicle, including its orientation, position, and velocity, is crucial for a UAV to achieve a stable flight. Obtaining the position and velocity is particularly important for outer-loop flight control such as hovering and trajectory following. The most common approach to estimating position and velocity of a UAV is integrating IMU and GPS in outdoor environments. For GPS-denied environments, vision-based techniques such as visual SLAM[1][2][3], visual odometry[4][5], and optical flow[6][7] are widely used. Among all of them, optical flow has become the most popular approach because of its easy implementation and low computational cost.

Nowadays almost every professional product of multi-rotor UAV equips with an optical flow sensor. The optical flow sensor measures the horizontal velocities and with integration, the positions of the UAV. Like any other vision-based methods, optical flow is also subject to the texture richness, lighting condition of the scene. Lack of texture or sufficient light will produce noisy or false velocity estimates, making control unstable and even leading the UAV to crash. Though fusing visual measurements with inertial measurements as in many visual-inertial navigation systems [8][9] is able to increase the robustness of state estimation to some extent. A short period of bad quality of image inputs could still produce a remarkable error because only integration of inertial measurements works at that time.

In this paper, we propose a dynamic model-aided state estimator tailored for multi-rotor UAVs based on optical flow. The basic idea is to fully explore the distinctive dynamic model of a flying multi-rotor UAV. It is known that a flying multi-rotor UAV exhibits a special aerodynamic characteristic that renders its body velocity and yaw, pitch angle observable from only IMU measurements[10][11]. Apart from optical flow, we also fuse the aerodynamic information with other sensors including gyroscope, accelerometer, magnetometer and ultrasonic sensor to produce a reliable estimate of both attitude and velocity of a flying multi-rotor UAV despite bad quality of visual inputs.

Fig. 1. Our state estimator’s performance in a dark room with the lights switching on/off. The quadrotor flies in the room with lights turning on firstly. Then the light is turned off for about ten seconds and turned on later. The bottom presents velocity estimates based on our estimator (blue curve) with ground truth (red curve). The red arrow indicates the time when turning off light.

Specifically, this paper makes two main contributions. Firstly, we show how aerodynamics of multi-rotor UAVs can be employed to achieve robust and accurate results by fusing optical flow and IMU measurements in a way that is different from classic visual-inertial systems. To the best of our knowledge, this is the first time of such kind of attempt that has been verified in real-world scenes with real multi-rotor platforms. Secondly, we demonstrate that our model-aided velocity estimator is able to work in challenging scenes with low light conditions and few textures, and provides a reliable feedback source for robust flight control.

We evaluate our estimator in scenes with challenging illumination conditions using both self-built and commercial multi-rotor UAVs. Results show the efficacy and robustness of our state estimator. An example of our results is illustrated in Figure 1. The rest of this paper is organized as follows: Section II gives a brief related work on state estimation of multi-rotor UAVs. Section III presents the dynamic model of multi-rotor UAV. Section IV then describes measurement
model for each sensor used in our state estimator, including accelerometer, gyroscope and optical flow. The detail of our estimator is given in Section V. Flight experiments are presented in Section VI. The conclusion is drawn in Section VII.

II. RELATED WORK

A robust state estimator for a multi-rotor UAV that is capable of working in GPS-denied environments has drawn numerous research for many years. Because video cameras are ubiquitous, cheap, capturing rich information of the environment, vision-based state estimator has been increasingly popular for applications of aerial vehicles. Vision-based techniques like visual SLAM [3][12], visual odometry [5] or their extensions [13] that integrated with IMU measurements become a promising solution to robust navigation within GPS-denied environments.

Typical visual SLAM/odometry systems require a complex pipeline involving landmark extraction, recursive pose estimation and map update, as well as a time-consuming back-end optimization. The high computational cost prohibits SLAM-based methods from being applied to low-end platforms. Optical flow [14] is however a good alternative with low computational complexity. Though optical flow only measures the pixel displacement between successive video frames, integrated with an altitude sensor like ultrasonic or Time-of-Flight (ToF) range sensors, it works well as a 3D speed or position sensor. It has been shown that with some special treatments, optical flow can run on low-end embedded systems at the rate of 200 fps[15], make it suitable for all sorts of multi-rotor UAVs.

Though vision-based methods have achieved great success in state estimation of multi-rotor UAVs. Bad quality of visual inputs, such as lack of texture, low lighting condition and saturated exposure, will cause fatal failure for vision-based algorithms. A straightforward solution is fusing measurements from other sensors [16][17] to improve the robustness. While lots of fusion algorithms have been proposed, few of them take into account the aerodynamics of multi-rotor UAVs.

In fact, multi-rotor UAV’s special dynamic characteristic makes its body velocity observable from only IMU measurements [18]. Specifically, the body velocity of a multi-rotor UAV projected in the propeller plane is approximately proportional to the accelerometer measurements. Based on this principle, a number of observers have been proposed to estimate translation velocity and roll, pitch angles from only inertial sensors [19][20]. Others also seek to integrate sensors other than inertial sensors such as ultra-wide band ranging radios [21] and barometer [22] to get more accurate results. Novel visual-inertial systems built on existing visual SLAM systems incorporating dynamic model of multi-rotor UAVs have been proposed [9][23]. As we have stated, SLAM systems usually incur heavy computation, which requires high-performance hardwares.

A recent approach [8] takes a step further to fuse the dynamic model with the epipolar geometry between successive images. This approach achieves remarkable efficiency with nearly 100Hz visual update rate on Odroid U3 development board. But the filter may diverge if the two images chosen for EKF update have insufficient disparity, particularly when the UAV is hovering or rotating. Our estimator is however built on current optical flow technique that has been proved as efficient and effective. By incorporating the dynamic model of multi-rotor UAV, our estimator is able to work in challenging scenes where existing optical flow estimators usually fail, without bringing in extra computational costs.

III. AERODYNAMICS OF MULTI-ROTOR UAVS

In this section, we briefly review the aerodynamic model of multi-rotor UAVs. For more details, we refer interested readers to the work [18]. Though the aerodynamic model holds for all multi-rotor UAVs, here we take quadrotor as an example to derive the dynamic model for simplicity. Quadrotor has four propellers fixed in a rigid frame symmetrically, with one pair of propellers rotating counter-clock-wise and the other pair clock-wise as shown in Fig. 2. Each propeller has a geometric center $A_i$ and a rotor plane perpendicular to the normal unit vector $k_i$ of rigid frame of quadrotor, of which the geometry center is $A_i$. $V_i$ is the spinning speed of $i$-th propeller, with $\varepsilon_i = 1$ for counter-clock-wise and $\varepsilon_i = -1$ vise versa. The gravity center of the quadrotor is located at $C$. Following the momentum theory and blade element theory in [24], the aerodynamic force generated by four propellers is written as

$$
\sum_{i=1}^{4} F_i^2 \approx -\alpha (\sum_{i=1}^{4} \omega_i^2) k_i - \lambda (\sum_{i=1}^{4} \omega_i) V_c^2.
$$

Where $\alpha, \lambda$ are constant parameters depend on the material, structure of propellers and air density. $V_c$ is the translation velocity of quadrotor gravity center and $\perp$ denotes the projection of a given vector on the rotor plane. The approximation in (1) is based on the assumption of low flight velocity and approximately the same spinning speed of four propellers [18]. The first term of (1) is the total thrust generated by all propellers, causing the upward motion acceleration. The second term is so called H-force drag that can be directly measured by an accelerometer as we’ll discuss in Section IV-B.
According to Newton’s law, the total force applied on the gravity center of quadrotor is given by
\[
\vec{F}_C = m \dot{\vec{V}}_C = m \vec{G} - \alpha \sum_{i=1}^{4} \omega_i^2 \vec{k}_b - \lambda \sum_{i=1}^{4} \omega_i \vec{V}_C. \tag{2}
\]
We use a superscript \( w \) to denote the world frame, and \( b \) the body-fixed frame. Denoting the rotation matrix from body-fixed frame to world frame by \( R_b^w \), we have \( \dot{\vec{V}}_C = R_b^w \dot{\vec{V}}_C \).

Taking derivative w.r.t time on both side, this yields
\[
\dot{\vec{V}}_C = R_b^w \dot{\vec{V}}_C + R_b^w \dot{\vec{V}}_C\tag{3}
\]
where \( \omega \) is angular velocity of the UAV, which can be measured by a gyroscope. Substituting Equation (3) to (2) and denoting the velocity of quadrotor in body frame by \( \dot{\vec{V}}_C = (v_x, v_y, v_z)^T \), we obtain
\[
\dot{\vec{V}}_C = G^b + \frac{\vec{T}_{\text{thrust}}}{m} + \frac{\vec{T}_{\text{drag}}}{m} - \omega_b \times \dot{\vec{V}}_C. \tag{4}
\]
Here \( G^b \) is the gravity vector expressed in body-fixed frame written as
\[
G^b = -\sin \theta \vec{i}_b + G \cos \theta \sin \phi \vec{j}_b + G \cos \theta \cos \phi \vec{k}_b. \tag{5}\]
Here \( \vec{i}_b, \vec{j}_b, \) and \( \vec{k}_b \) are three orthogonal axes as shown in Fig.2 expressed in the world frame. Equation (4)-(5) yield the dynamical model of a flying multi-rotor UAV:
\[
\dot{\vec{V}}_C = (-G \sin \theta - \mu \cdot v_x + \omega_b^y v_y - \omega_b^z v_z) \vec{i}_b + \left( G \cos \theta \sin \phi - \mu \cdot v_y + \omega_b^x v_x - \omega_b^z v_z \right) \vec{j}_b + \left( G \cos \theta \cos \phi - a_z - \omega_b^x v_y - \omega_b^y v_x \right) \vec{k}_b \tag{6}
\]
where \( \mu = \frac{\lambda (\sum_{i=1}^{4} \omega_i^2)}{m} \) and \( a_z = \frac{\alpha (\sum_{i=1}^{4} \omega_i^2)}{m} \). The first variable \( \mu \) is the drag coefficient that relates the body velocity in rotor plane to the accelerometer measurements as we’ll show in the later section. The second variable \( a_z \) is the upward acceleration that is measured by an accelerometer. Our estimator adopts (6) as the prediction model in the Extended Kalman Filter.

IV. SENSORS

The proposed estimator fuses measurements from different sensors including gyroscope, accelerometer and optical flow in an Extended Kalman filter (EKF). This section will discuss each sensor model and reveal their relation to state of the multi-rotor UAV.

A. Rate Gyroscope

The angular velocity of rigid frame in body coordinates is measured on-board gyroscope. For simplicity, we assume the triad of gyroscope is perfectly aligned with the three axes of the body of UAV. The gyroscope is modeled as
\[
\dot{\omega}_i = \omega_i + \beta_{gi} + \delta_{gi}, \tag{7}
\]
\[
\dot{\beta}_{gi} = -\frac{1}{\tau_{gi}} \beta_{gi} + \delta_{\beta_{gi}}, \tag{8}
\]
where \( i = \{ x, y, z \} \), \( \dot{\omega}_i \) is the measured angular velocity and \( \omega_i \) is the true value and \( \beta_{gi} \), represents the sensor bias. Equation (8) describes the bias error model and \( \tau_{gi} \) parameterizes the changing speed of bias. The last terms of both equations, \( \delta_{gi}, \delta_{\beta_{gi}} \), are zero-mean white Gaussian noises. With Euler angle representation, the attitude or orientation of the UAV can be estimated from gyroscope measurements by solving the differential equation
\[
\begin{bmatrix}
\dot{\phi} \\
\dot{\theta} \\
\dot{\psi}
\end{bmatrix} =
\begin{bmatrix}
\tan \theta \sin \phi & \tan \theta \cos \phi \\
0 & \cos \theta & -\sin \theta \\
\sin \phi / \cos \theta & \cos \phi / \cos \theta & \omega_z
\end{bmatrix}
\begin{bmatrix}
\omega_x \\
\omega_y \\
\omega_z
\end{bmatrix}. \tag{9}
\]

B. Accelerometer

Accelerometer measures non-gravitational force in inertial space [19]. An accelerometer fixed on a UAV platform measures aerodynamic force acted upon the UAV, expressed in body-fixed coordinate system, which yields
\[
\vec{a} = R_b^w \vec{V}_C - \vec{G} + \vec{\beta}_a + \vec{\delta}_a, \tag{10}
\]
where \( \vec{a} \) is the measurements of accelerometer, \( \vec{\beta}_a \) is bias and \( \vec{\delta}_a \) is Gaussian white noise. Putting (2), (3), and (10) together, we get the relationship between the body velocity of the UAV and accelerometer measurements as
\[
\begin{align*}
\dot{a}_x &= -\mu \cdot v_x + \beta_{ax} + \delta_{ax} \\
\dot{a}_y &= -\mu \cdot v_y + \beta_{ay} + \delta_{ay} \\
\dot{a}_z &= -a_z + \beta_{az} + \delta_{az},
\end{align*} \tag{11}
\]
where \( \mu \) is the drag coefficient that is related to the rotor speed as described previously. Assuming the rotor speed is kept nearly constant during flight, we can see that the body velocity in the rotor plane is approximately proportional to the accelerometer measurements in \( x \) and \( y \) axes. In other words, with the special aerodynamics of multi-rotor UAV, the body velocity can be observed directly from only accelerometer measurements, which provides valuable information to design a robust velocity estimator.

C. Magnetometer

An magnetometer can be used to estimate the heading of the UAV by sensing the magnetic field of the earth. Let \( \vec{m}_b^w \) be the magnetic direction measured in the body frame, and \( \vec{m}_w^w \) is the direction expressed in world frame. After transforming the \( \vec{m}_b^w \) to the world frame, we obtain the \( y \) component of \( \vec{m}_w^w \):
\[
\begin{align*}
m_y^w &= \sin \psi \cdot (m_x^b \cos \theta + m_y^b \sin \theta \sin \phi + m_z^b \sin \theta \cos \phi) \\
&\quad - \cos \psi \cdot (-m_y^b \cos \phi + m_z^b \sin \phi),
\end{align*} \tag{12}
\]
where \( \psi \) represents the yaw angle of the UAV. We align the \( x \) axis of world frame with magnetic direction, hence we have \( m_y^w = 0 \), which yields
\[
\tan \psi = \frac{-m_y^b \cos \phi + m_z^b \sin \phi}{m_z^b \cos \phi + m_y^b \sin \phi}. \tag{13}
\]
D. Optical flow

Optical flow is a motion field on the image plane which is the projection of displacement of 3D points during a short time period. The displacement of a image point, denoted by \( \Delta p_x \) and \( \Delta p_y \), is related to the velocity of the UAV by the following equation [15].

\[
\begin{align*}
\frac{\Delta p_x}{\Delta t} &= \frac{v^b_x p_x - v^b_x f}{h} - \omega^b_y f + \omega^b_z p_x + \omega^b_y p_y - \omega^b_y p_x^2 f \\
\frac{\Delta p_y}{\Delta t} &= \frac{v^b_x p_y - v^b_y f}{h} + \omega^b_y f - \omega^b_z p_x + \omega^b_y p_y^2 f
\end{align*}
\]

where \( \omega^b_y \) is the focus length that can be calibrated in advance. Assuming those points are mostly on the ground, by taking the average displacement of all image points and ignoring the second order terms, it yields

\[
\begin{align*}
v^b_x &= -\frac{\Delta p_x}{\Delta t} f - \omega^b_y h \\
v^b_y &= -\frac{\Delta p_y}{\Delta t} f + \omega^b_z h.
\end{align*}
\]

Here, \( h \) represents the distance between the 3D point and the camera center and \( f \) is the focus length that can be calibrated in advance. Assuming those points are mostly on the ground, by taking the average displacement of all image points and ignoring the second order terms, it yields

\[
\begin{align*}
v^b_x &= -\frac{\Delta p_x}{\Delta t} f - \omega^b_y h \\
v^b_y &= -\frac{\Delta p_y}{\Delta t} f + \omega^b_z h.
\end{align*}
\]

\[
\frac{\Delta p_x}{\Delta t} = \frac{v^b_x p_x - v^b_x f}{h} - \omega^b_y f + \omega^b_z p_x + \omega^b_y p_y - \omega^b_y p_x^2 f \\
\frac{\Delta p_y}{\Delta t} = \frac{v^b_x p_y - v^b_y f}{h} + \omega^b_y f - \omega^b_z p_x + \omega^b_y p_y^2 f
\]

where \( \Delta p_x \) and \( \Delta p_y \) are the estimation noises. The measurement variance \( \sigma^2 \) is adaptive to the quality of optical flow.

A. Prediction Model

A typical prediction model of an Extended Kalman Filter can be written as \( \dot{x} = f(x, n) \), where \( n \) is the noise vector \( n \sim N(0, \Sigma) \). We can derive prediction models for attitude, gyroscope bias and velocity from (9)(8)(6) respectively. The height of camera center \( h \) can be predicted by the following equation

\[
\dot{h} = R^b_w V^C_w \cdot \dot{e}_3
\]

where \( \dot{e}_3 = (0, 0, 1)^T \). And the two drag coefficients are simply treated as random walk variables, namely \( \dot{\mu}_x = \delta_{\mu_x} \) and \( \dot{\mu}_y = \delta_{\mu_y} \). Putting all predictions together, we get the full prediction model \( f(x, n) \) as

\[
\begin{align*}
\dot{\phi} &= \dot{\omega}^b_y \tan \theta \sin \phi + \dot{\omega}^b_x \tan \theta \cos \phi \\
\dot{\theta} &= \dot{\omega}^b_y \cos \phi - \dot{\omega}^b_x \sin \phi \\
\dot{\psi} &= \dot{\omega}^b_y \sin \phi / \cos \theta + \dot{\omega}^b_x \cos \phi / \cos \theta \\
\dot{\beta}^b_{g_x} &= -\frac{1}{\tau^y} \beta^b_{g_x} + \delta_{\beta^b_{g_x}} \\
\dot{\beta}^b_{g_y} &= -\frac{1}{\tau^y} \beta^b_{g_y} + \delta_{\beta^b_{g_y}} \\
\dot{\beta}^b_{g_z} &= -\frac{1}{\tau^y} \beta^b_{g_z} + \delta_{\beta^b_{g_z}} \\
\dot{v}^b_x &= -g \sin \theta + \mu_x v^b_x - (\dot{\omega}^b_y v^b_y - \dot{\omega}^b_x v^b_x) \\
\dot{v}^b_y &= g \cos \theta \sin \phi - \mu_y v^b_y - (\dot{\omega}^b_y v^b_y - \dot{\omega}^b_x v^b_x) \\
\dot{v}^b_z &= g \cos \theta \cos \phi - \mu_z v^b_z - (\dot{\omega}^b_y v^b_y - \dot{\omega}^b_x v^b_x) \\
\dot{h} &= -\sin \theta v^b_x + \cos \theta \sin \phi v^b_y + \cos \theta \cos \phi v^b_z \\
\dot{\mu}_x &= \delta_{\mu_x} \\
\dot{\mu}_y &= \delta_{\mu_y},
\end{align*}
\]

where we let \( \dot{\omega}_i = \dot{\omega}_i - \beta_{g_i} - \delta_{\mu_i} \) for brevity. We can see that the noise vector is \( n = (\delta_{\mu_x}, \delta_{\mu_y}, \delta_{\beta^b_{g_x}}, \delta_{\beta^b_{g_y}}, \delta_{\beta^b_{g_z}}, \delta_{\mu_\theta}, \delta_{\mu_\phi}, \delta_{\mu_\psi})^T \). The discrete-time prediction of the state \( x_t \) is computed by Euler method, namely \( x_t = x_{t-1} + f(x_{t-1}, 0) \Delta t \). Of course high-order methods like Runge-Kutta method can be adopted to achieve better accuracy. The covariance is propagated by \( P_t = F_t P_{t-1} F_t^T + G_t \Sigma G_t^T \), where \( F_t = \partial f / \partial x \Delta t \) and \( G_t = \partial f / \partial h \Delta t \). The covariance \( \Sigma \) is a diagonal matrix which can be estimated beforehand.

B. Measurement Model

Equation (11)(15)(13) provide measurements of velocity and yaw angle of the multi-rotor UAV. The ultrasonic sensor provides additional measurements of the distance to the ground. Put them together, we obtain the full measurement model as

\[
\begin{align*}
\dot{a}_x &= \mu_x \cdot v^b_x + \delta_{a_x} \\
\dot{a}_y &= \mu_y \cdot v^b_y + \delta_{a_y} \\
\dot{v}^b_x &= v^b_x + \delta_{v^b_x} \\
\dot{v}^b_y &= v^b_y + \delta_{v^b_y} \\
\dot{v}^b_z &= v^b_z + \delta_{v^b_z} \\
\psi &= \dot{\psi} + \delta_{\psi} \\
\dot{h} &= h + \delta_{h}
\end{align*}
\]

where \( \dot{v}^b_x \) and \( \dot{v}^b_y \) are estimated optical flow (15) and \( \delta_{v^b_x}, \delta_{v^b_y} \sim N(0, \sigma^2) \). The measurement variance \( \sigma^2 \) is adaptive to the quality of optical flow.
flow as in the implementation of [15]. It computes optical
flow for 25 sub image blocks. Those blocks with low
variance of intensities and large sum of absolute difference
(SAD) with corresponding blocks in the next frame are
marked as 'bad' blocks. The quality of optical flow is
measured by the percentage of good blocks normalized by
multiplying a constant 255, namely

\[ Q = 255 \cdot (1 - N_{bad}/25) \]  

(20)

In our implementation, the flow measurement variance \( \sigma^2 \) is
set empirically as

\[ \sigma^2 = \sigma^2_{norm} \cdot \exp(Q/Q_{norm} - 1) \]  

(21)

where \( \sigma^2_{norm} \) and \( Q_{norm} \) are flow covariance and quality
estimated in normal lighting conditions.

The yaw angle \( \psi \) is estimated from (13) and the height
\( \tilde{h} \) comes from the ultrasonic sensor. The variances of noises
\( \delta_\phi \) and \( \delta_h \) can be acquired by calibration (comparing the
measured values with the ground-truth values, for example
from the motion capture system).

VI. EXPERIMENT

We test the proposed estimator using both home-made and
commercial platforms. Our self-built platform is shown in
the left in Fig. 3, which uses an open-source Pixhawk flight
management unit [26], an invensense MPU9250 containing
a 3-axis accelerometer, a 3-axis gyroscope and a 3-axis
magnetometer, and an optical flow sensor PX4FLOW[15]
that includes a machine vision CMOS image sensor and an
ultrasonic sensor. The proposed estimator runs on the on-
board computer Odroid U3. The commercial platform is the
Parrot’s ARDrone 2.0. It equips with an IMU as well as a
camera and an ultrasonic sensor at the bottom. We acquire the
sensor data through the Wifi connection to the drone and run
our estimator on a laptop with an i5-4210U CPU (1.7GHz,
4 core) in real time.

We conduct experiments in a small room and a large hall.
The room is equipped with a motion capture system Vicon,
which provides highly accurate position and orientation
measurements of the flying UAV at 200 Hz. In the large hall,
we put some recognizable tags on the ground, and manually
control the drone to fly over them. The positions of those
tags are treated as ground truth. Meanwhile, we provide a
demo video which gives a clear summary of our experiments
accompanied with this paper.

A. Drag coefficients initialization

Before running our estimator, we need to obtain an initial
value of the aerodynamic coefficients \( \mu_x \) and \( \mu_y \). We collect
flight data from our quadrotor and compare them with the
ground truth from Vicon. The drag coefficients are estimated
by linear fitting,

\[
\hat{\mu}_x = \min_{\mu_x} (\overline{\delta}_x - \mu_x \overline{v}_x^b)^2 \\
\hat{\mu}_y = \min_{\mu_y} (\overline{\delta}_y - \mu_y \overline{v}_y^b)^2
\]  

(22)

where the \( \overline{v}_x^b \) and \( \overline{v}_y^b \) are from vicon data. Fig. 4 shows the
line fitting results for our UAV platform. In our experiments,
the drag coefficients are initialized by \( \mu_x = -0.2748, \mu_y =
-0.2498 \) for our platforms and \( \mu_x = -0.6751, \mu_y =
-0.6482 \) for ARDrone.

B. Manual flight with controlled lighting condition

In this experiment, we want to evaluate the performance of
our estimator in various lighting conditions. The experiment
is conducted in a Vicon room at night. We test our estimator
in a flight where the lights of room are firstly turned on,
and suddenly turned off. The results are shown in Fig. 5.
When the lights are turned on, the scene is bright enough to
allow optical flow to work properly. It can be seen before
turning off the lights (0 ~ 35s), the velocity estimation error
of optical flow is close to that of the proposed estimator.
Incorporation of aerodynamic model still improves the esti-
mentation accuracy - the average estimation error of optical flow
is 0.355 m/s (with standard deviation of 0.322 m/s) while
the average error of the proposed estimator is 0.275 m/s
(with standard deviation of 0.280). After turning of the light,
the performance of optical flow degrades significantly to
0.893 m/s (with standard variance of 1.426) because the
scene becomes complete dark. From the plot in Fig.5(b),
we can see in fact that velocity estimation of optical flow
becomes noises. In comparison, the proposed estimator still
produces estimates that are close to the ground truth as shown
in Fig. 5(a), with a slightly larger error of 0.349 m/s (with
standard variance of 0.142). We also evaluate the attitude
estimation performance of our estimator. The results are
shown in Fig. 6. The observable errors in yaw estimation
are most likely explained by magnetometer’s sensitivity to magnetic field in environment.

C. Autonomous flight in complete darkness

In this experiment, quadrotor flies along a horizontal 2.4m × 2.4m ‘L’ path in the dark room. The ‘L’ path is shown as the purple line in Fig. 7. We here use ARDrone to follow the ‘L’ path automatically. The actual flight trajectory using the proposed estimator is shown in Fig. 7. The results show that autonomous flight can be achieved in the extreme condition using our estimator, though error exists in path following. We attempt to use the velocity estimation from ARDrone for autonomous flight but always fail. For comparison, we also show the velocity estimation from ARDrone side-by-side in Fig. 7. The velocity estimation in three directions are also plotted in Fig. 8.

D. Manual flight in a large dark hall

In this experiment, the quadrotor is controlled manually to fly along a 8.12m × 6.5m rectangle in a large hall in the low light condition. Without the help of motion capturing system, we put four tags on each corner of the rectangle path as shown in Fig. 9 which can be used to decide when the quadrotor is flying over each tag using downward camera. The duration of flight is about 35s each round, where the average velocity is about 1.7m/s. We compare our estimator with the one provided by ARDrone itself. The results are shown in Fig. 10. The total traveling distance is about 26m. We can see that ARDrone produces poor velocity estimation which leads to a 4.13m drifting error and only 16.00m
Fig. 9. Four tags are put at the corners of the flight path. The left figure shows the positions of those tags in the daytime. The right figure shows we are testing the estimator using an ARDrone (marked by the yellow rectangle) in the hall at night.

```
result with only 1.37m traveling distance. Our estimator however achieves better result with only 1.37m drifting error and 25.81m traveling distance.
```

VII. CONCLUSIONS

This paper proposed a state estimator fusing the aerodynamic model of multi-rotor UAVs with measurements from optical flow, as well as other sensors that are commonly seen on multi-rotor UAVs. An extended Kalman filter is used to implement this estimator with state including both attitude and velocity. In addition, the drag coefficients are also included into state vector to account for rotor speed changes. Experimental results show that this estimator performs super robustness compared with existing methods and works well in low light conditions where vision-based methods usually fail. Furthermore, lower computational complexity than existing vision-inertial based systems allows the proposed estimator to be a low-cost, easily-implemented indoor positioning sensor.
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